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Brief History of HART
• Knowledge Acquisition Workshops (KAW), Banff, 1985-2000

• Distributed AI, 1980-ca. 2000

• Autonomous Agents (1997-2001)/ICMAS (1995-
2001)/AAMAS, 2002-present

• Human Robot Interaction (HRI) Workshops, 2006-present

• HART Workshops and Publications, 2009-2015, ongoing

• Related Lorentz Center Workshops, 2009-2014, ongoing

• HRI 2015 Workshops (Human-Robot Teamwork, Towards a 
Framework for Joint Action)

Bradshaw, J.M. From knowledge science to symbiosis science. Invited paper for special issue on "Twenty-Five years 
of Knowledge Acquisition", International Journal of Human-Computer Studies 71:2 (2012) 171-176
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Paul Fitts: HABA-MABA Chart



Woods and Hoffman: An “Un-Fitts List”

Machines
Are constrained in that: Need people to:
Sensitivity to context is low and is
ontology-limited

Keep them aligned to context

Sensitivity to change is low and
recognition of anomaly is ontology-limited

Keep them stable given the variability and
change inherent in the world

Adaptability to change is low and is
ontology-limited

Repair their ontologies

They are not “aware” of the fact that the
model of the world is itself in the world

Keep the model aligned with the world

People
Are not limited in that: Yet they create machines to:
Sensitivity to context is high and is
knowledge- and attention-driven

Help them stay informed of ongoing events

Sensitivity to change is high and is driven
by the recognition of anomaly

Help them align and repair their perceptions
because they rely on mediated stimuli

Adaptability to change is high and is goal-
driven

Effect positive change following situation
change

They are aware of the fact that the model
of the world is itself in the world

Computationally instantiate their models of
the world

Hoffman, Robert, Paul Feltovich, Kenneth M. Ford, David D. Woods, Gary Klein, and Anne Feltovich. "A rose by any other name… would 
probably be given an acronym." IEEE Intelligent Systems, July-August 2002, 72-80.



Why do we need a new approach?
• Function Allocation (Fitts)

• characterize the general strengths and weaknesses of humans and machines

• Supervisory Control (Sheridan)
• a human oversees autonomous systems, statically allocating tasks to them.

• Adjustable Autonomy (Dorais)
• autonomous systems operate with dynamically varying levels of independence

• Sliding Autonomy (Dias)
• Same as adjustable autonomy

• Adaptive Automation (Sheridan)
• the system must decide at runtime which functions to automate

• Flexible autonomy (Technology horizons)
• the system can vary the degree of autonomy from essentially none to full

• Mixed-initiative interaction (Allen)
• An interaction strategy, where each agent can contribute what it does best

• Collaborative Control (Fong)
• Allows the human to close the perceptual or cognitive loops

• Cognitive Task Analysis, Human Factors and others
• Provides an understanding of human needs, usability, etc.

Task Allocation

Dynamic
Task Allocation

Both parties
Not just task

allocation
Human side



Why do we need a new approach?
Focusing solely on autonomy ignores issues that have plagued systems 

from delivering the promised improvements in performance



Why do we need a new approach?

Few of these approaches provide a method or a comprehensive 
approach to determining requirements and most are based on LOA.

• Functional Differences Matter

• Levels Are Neither Ordinal nor 
Representative of Value

• Autonomy is Relative to the Context of the 
Activity

• Levels of Autonomy Encourage Reductive 
Thinking

• The Levels of Autonomy Concept Is 
Insufficient to Meet Future Challenges

• Levels Provide Insufficient Guidance to 
the Designer



Working for People vs. Working with People

• There are situations where the goal of minimizing 
human involvement with autonomous systems 
can be argued effectively 

• However, many of the most challenging 
deployments of autonomous systems in the 
future will continue to involve people in 
complementary roles (not just as supervisors of 
autonomy), with the autonomous systems 
working as part of a world filled with people
• E.g., DARPA Robotic Challenge
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Aspects of Joint Activity 

Klein, G., Feltovich, P., Bradshaw, J. M., & Woods, D. D. (2005). Common ground and 
coordination in joint activity. Organizational Simulation. W. B. Rouse and K. R. Boff. New York 
City, NY, John Wiley.
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Cohen and Levesque: Joint Intentions
• Basic concepts:

• Agents form teams by adopting joint persistent goals (JPG’s) to achieve a team 
action

• JPG’s hold if and only if all team members mutually believe:

• the goal is not yet achieved

• they want the goal to be achieved

• until the goal is known to be achieved, unachievable, or no longer relevant, they should 
persist in holding the goal

• If a team member discovers the goal to be achieved, unachievable, or no longer 
relevant, it will tell its teammates

• Key points

• Teamwork involves more than simple coordination

• Teamwork knowledge should be explicitly modeled as a separate domain

Cohen, P. R. and H. J. Levesque (1991). Teamwork, Menlo Park, CA: SRI International.



21

Soccer Taskwork:

• Kicking to a target

• Dribbling, tackling

• Tracking the ball, goal …

Soccer Teamwork:

• Allocating players to roles

• Synchronizing tactics

• Sharing relevant information

• …….

Teamwork and Taskwork are Separable

Slide from Gal A. Kaminka, Robots are Agents, Too!
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Ten Research Challenges
1. Forming and maintaining the 

Basic Contract

2. Forming and maintaining 
adequate models of others’
intentions and actions

3. Maintaining predictability without 
hobbling adaptivity

4. Maintaining adequate directability

5. Effective signaling of pertinent 
aspects of status and intentions

Klein, G., Woods, D. D., Bradshaw, J. M., Hoffman, R. R., & Feltovich, P. (2004). "Ten 
challenges for making automation a "team player" in joint human-agent activity." IEEE 
Intelligent Systems 19(6): 91-95.

6. Observing and interpreting signals 
of status and intentions

7. Engagement in goal negotiation

8. Autonomy and planning 
technologies that are incremental 
and collaborative

9. Attention management

10.Controlling the costs of 
coordinated activity
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Seven Deadly Myths of Autonomous Systems

• 1. Autonomy is unidimensional

• 2. The conceptualization of “levels of autonomy” is a useful 
scientific grounding for the development of autonomous system 
roadmaps

• 3. Autonomy is a widget

• 4. “Autonomous systems” are autonomous

• 5. Once “achieved,” “full autonomy” obviates the need for 
human-machine collaboration

• 6. As machines acquire more “autonomy,” they work as simple 
multipliers of human capability

• 7. “Full autonomy” is not only possible, but always desirable

Bradshaw, J.M, Robert R. Hoffman, Matthew Johnson, and David D. Woods. The Seven Deadly Myths of 
"Autonomous Systems.” IEEE Intelligent Systems, May/June 2013 (vol. 28 iss. 3), pp. 54-61.



Levels of Autonomy and Supervisory 
Control

Adapted from Parasuraman, Sheridan, and Wickens, 2000



Things Are Not That Simple…
• The notion of “levels” of autonomy can be deceptive

• Autonomy is not an independent property of a system, but must be 
described in terms of particular tasks and situations

• No system—and, for that matter, no person—is capable enough to be 
able to perform “autonomously” in every task and situation

• On the other hand, even the simplest machine can function 
autonomously if the task and context is sufficiently constrained.

• Autonomy is multi-dimensional



Dynamics of Trust Calibration

28Johnson, Matthew, J.M. Bradshaw, R. R. Hoffman. Trust Calibration as applied to Micro Air Vehicles. AAAI Spring Symposium 
on Trust, Stanford, CA, March 2013

This simplified diagram is meant to 
convey an intuition about how 
degrees of appropriately calibrated 
trust (or mistrust) vary over time and 
changing context. The green zone 
indicates acceptable bounds on 
trust calibration. Above the green 
zone is a zone of over-trust. Below it 
is a zone of under-reliance. Active 
trust management requires 
developing effective ways of 
revealing context-sensitive human 
and machine trust signatures, 
allowing human and machines to 
accurately calibrate degree of trust 
in others’ capabilities in a given 
situation. It also requires developing 
means for humans and machines to 
actively probe others’ capabilities in 
order to understand whether others 
are operating within their 
competence envelopes. 



Problems with the “Levels of Autonomy” 
Approach

• Problem 1: Functional Differences Matter (e.g., making decision vs. 
performing action, teamwork vs. taskwork)

• Problem 2: Levels Are Neither Ordinal nor Representative of Value

• Problem 3: Autonomy is Relative to the Context of the Activity

• Problem 4: Levels of Autonomy Encourage Reductive Thinking (e.g., 
viewing parallel activities as sequential)

• Problem 5: The Concept of Levels of Autonomy Is Insufficient to 
Meet Future Challenges

• Problem 6: Levels Provide Insufficient Guidance to the Designer

Johnson, Matthew, Jeffrey M. Bradshaw, Paul J. Feltovich, Robert R. Hoffman, Catholijn Jonker, Birna van 
Riemsdijk, and Maarten Sierhuis. Beyond Cooperative Robotics: The Central Role of Interdependence in Coactive 
Design. IEEE Intelligent Systems, May/June 2011 (vol. 26 iss. 3), pp. 81-88.



Erroneous Notions about Adjustable 
Autonomy and Adaptive Function Allocation

Bradshaw, J.M., Paul Feltovich, Hyuckchul Jung, Shri Kulkarni, William Taysom, and Andrzej Uszok. Dimensions of 
adjustable autonomy and mixed-initiative interaction. In Agents and Computational Autonomy: Potential, Risks, and 
Solutions. Lecture Notes in Computer Science 2969, edited by Matthias Nickles, Michael Rovatsos and Gerhard 
Weiss, 17-39. Berlin, Germany: Springer-Verlag, 2004.



Things Are Not That Simple…

• Many functions in complex systems are shared by humans and machines

• Automated assistance of whatever kind does not simply enhance our ability 
to perform the task: it changes the nature of the task itself—usually adding 
new kinds of work that must be executed concurrently (Don Norman)

• Substitution Myth (David Woods)

• Overly simple approaches fail to exploit opportunities for human-machine 
synergy

Norman, D.A. "Cognitive artifacts." In Designing Interaction: Psychology at the Human-Computer Interface, 
edited by J.M. Carroll, 17-38. Cambridge: Cambridge University Press, 1992.
Christofferson, K., and David D. Woods. "How to make automated systems team players." In Advances in 
Human Performance and Cognitive Engineering Research, Vol. 2, edited by E. Salas. JAI Press, Elsevier, 2002.
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Seven Cardinal Virtues of Human-Machine 
Teamwork

• 1. Clarity: Focus on improving mission performance of the work 
system, not on maximizing autonomous capabilities 

• 2. Humility: Assess the sweet spot in development effort payoff 

• 3. Resilience: If you don’t plan to fail, you fail to plan 

• 4. Helpfulness: Think combine and succeed, not divide and 
conquer

• 5. Cohesiveness: Design for teamwork in addition to taskwork

• 6. Integrity: Designing for human-machine teamwork goes 
deeper than the user interface

• 7. Thrift: Don’t simply downsize human involvement, rightsize it 

Johnson, M., Bradshaw, J.M., Hoffman, R. R., Feltovich, P. J., and Woods, D. D. Seven Cardinal Virtues for Human-
Machine Teamwork: Examples from the DARPA Robotic Challenge. IEEE Intelligent Systems, November/December 
2014 (vol. 29 iss. 6), pp. 74-80.



In sophisticated human-agent systems,
the underlying interdependence of joint activity

is the critical design feature. 

Coactive Design

Dependent               Independent             Interdependent

1997 2002
Future

?
Johnson, M., J.M. Bradshaw, P. J. Feltovich, C. M. Jonker, M. B. van Riemsdijk, and M. Sierhuis. Coactive design: 
Designing support for interdependence in joint activity. Journal of Human-Robot Interaction, Vol. 3, No. 1, 2014, pp. 
43-69.



Supporting Interdependence



Coactive Emergence

Bunch, L., J. M. Bradshaw, T. Eskridge, R. Hoffman, and M. Johnson. Principles for Human-Centered Interaction 
Design, Part 2: Can Machines and Humans Think Together? IEEE Intelligent Systems, in press.
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Barriers to HART in Practice

• Dispositional barriers: Some agent and robot 
researchers get into the field specifically because they 
want to do research on autonomous capabilities

• Hollywood glamor: Movies and media glamorize fully 
autonomous systems

• Research sponsor misconceptions: Some research 
sponsors think that autonomous capabilities are the 
holy grail for the best and cheapest agent/robot 
performance

• Engineering and design barriers: Methods, tools, and 
good examples lacking to inspire useful 
implementations



Purpose of the 2015 Workshop

• Reducing Barriers to the Adoption of HART 
Approaches by Developing Usable Tools and Methods 
for Designers and Engineers


